OmniObject3D: Large-Vocabulary 3D Object Dataset JUNE 18.2. 2023 L
for Realistic Perception, Reconstruction and Generation Award Candidate CVP R k,,ﬁ

-l

= — Lo : - - - : Paper tag: TUE-AM-076
T Tong Wu, Jiarui Zhang, Xiao Fu, Yuxin Wang, Jiawei Ren, Liang Pan, per tag _.," =
Shanghai Artificial Intelligence Laboratory AN CO UVER CANADA

Wayne Wu, Lei Yang, Jiagi Wang, Chen Qian, Dahua Lin™, Ziwei Liu™
Track 1: Point cloud classification
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Robustness of point cloud classification to OOD styles and OOD corruptions.

Track 2 & 3: NVS & Surface Reconstruction
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TL,DR

We propose OmniObject3D, a large vocabulary 3D object dataset with
massive high-quality real-scanned 3D objects to facilitate the development
of 3D perception, reconstruction, and generation in the real world.
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