
TL;DR 
We propose OmniObject3D, a large vocabulary 3D object dataset with 
massive high-quality real-scanned 3D objects to facilitate the development 
of 3D perception, reconstruction, and generation in the real world.
Properties: 
o Large Vocabulary: 6k models and 190 categories
o Rich Annotations: scans, videos, multi-view renders, point clouds
o Realistic Scans: professional scanner with 0.1mm precision
o Abundant down-stream tasks
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Track 1: Point cloud classifica)on Track 4: 3D Genera)on 

Data Distribu)on

Future Works 
Continuous data growing
- More data
- Broader distribution
- More modalities
- Higher complexity
More downstream tasks
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Track 2 & 3: NVS & Surface Reconstruc)on

InterpolaGon across different categories

Textured mesh generaGon via GET3D

Long-tailed distribuGon, sharing common classes with popular 2D datasets Surface reconstrucGon with dense-view or sparse-view observaGons

Robustness of point cloud classificaGon to OOD styles and OOD corrupGons.
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Novel view synthesis 
under single-scene 

optimization / 
generalizable settings.
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